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Abstract—Regret has been widely adopted as the metric of choice for evaluating the performance of online optimization algorithms for distributed, multi-agent systems. However, variations in data or model associated with each agent can significantly impact decisions, and requires consensus among agents. Moreover, most existing works have focused on developing approaches for (strongly) convex losses, and very few results have been obtained in terms of regret bounds in distributed online optimization for general non-convex losses. To address these two issues, we propose a novel composite regret with a new network-based metric to evaluate distributed online optimization algorithms. We concretely define static and dynamic forms of the composite regret. By leveraging the dynamic form of our composite regret, we develop a consensus-based online normalized gradient (CONGD) approach for pseudo-convex losses and then show a sublinear behavior for CONGD relating to a regularity term for the path variation of the optimizer. For general non-convex losses, we first explore the regrets defined based on the recent advances such that no deterministic algorithm can achieve the sublinear regret. We then develop the distributed online non-convex optimization with composite regret (DINOCO) without access to the gradients, depending on an offline optimization oracle. We show that DINOCO can achieve sublinear regret; to our knowledge, this is the first regret bound for general distributed online non-convex learning.

Index Terms—Composite regret, distributed optimization, online optimization, non-convex optimization

I. INTRODUCTION

a) Setting: Online convex optimization (OCO) is well established in the algorithmic learning theory literature [27]. However, the emergence of complex tasks and massive datasets requires the investigation of distributed online optimization for multi-agent networked systems. While extensive studies have been done for distributed OCO [17, 18, 10], online non-convex optimization has rarely been explored. However, this now becomes more demanding due to the rapid development of various deep learning models. In this paper, we initially fill this gap.

b) Prior work: The performance of a distributed OCO algorithm is generally measured in terms of either the static [35] (or dynamic [6]) regret, which compares the accumulated losses suffered by each player with the loss suffered by the best fixed (or dynamic) policy. By leveraging static regret, quite a few previous works have been able to achieve sublinear regret bounds. For instance, Nedić et al. [22] proposed a form of Nesterov’s primal-dual algorithm with dual averaging which achieved a sublinear growth $O(\sqrt{K})$ when the step size was $1/\sqrt{K}$ and the losses were Lipschitz continuous convex functions with Lipschitz gradients. Akbari et al. [2] improved the order of regret to $O(\log K)$ when the loss functions were strongly convex with the online subgradient push-sum algorithm. To cope with the presence of cost uncertainties and the switching topologies, Hosseini et al. [14] developed the distributed weighted dual averaging method and the distributed online primal-dual push-sum algorithm. To determine an effective strategy to handle constraints, a distributed online saddle point algorithm was proposed in [24] to achieve a sublinear regret $O(\sqrt{K})$.

The definition of static regret correspondingly requires that the best policy remains unchanged during the time interval of interest. However, this restriction may not apply to all practical situations (particularly in the distributed setting), therefore motivating the notion of dynamic regret. Shahrampour and Jadbabaie [26] developed a distributed mirror descent method and established a sublinear regret bound $O(\sqrt{K})$ that was inversely proportional to the spectral gap of the network. Nazari et al. [21] proposed an adaptive gradient method for distributed online optimization (DADAM) using dynamic regret and showed that the proposed method was able to outperform the centralized variant for certain classes of loss functions. However, they defined a local regret for dealing with the nonconvex case instead of using dynamic regret. Recently, Zhang et al. [34] extended the gradient tracking techniques motivated by the recent development [25] from the offline setting to the online setting with a gradient path variation [9] and proved the sublinear regret. A more recent work [4] showed that when the losses were strongly convex, using an inexact proximal gradient method enabled to converge R-linearly to a neighborhood of the optimal solution trajectory. With long-term constraints, Yuan et al. [31] investigated the regret and the cumulative constraint violation for strongly convex loss functions and obtained a similar regret bound as in the state-of-the-art centralized variants. Additionally, they considered the bandit feedback case and showed the sublinear growth for
the regret. In [28], the authors combined mirror descent and primal-dual approaches to achieve a sublinear dynamic regret and fits. To reduce the overhead of communication, the authors in [7] developed a decentralized online subgradient algorithm with only the signs of the states from the neighborhood of an agent and showed a standard sublinear regret $O(\sqrt{K})$, which still provably holds true in a noisy environment. When the feedback delay was considered [8], if the delay was sublinear, the regret could still maintain the standard sublinear bound. To investigate the non-cooperative games in a dynamic environment, Meng et al. [19] proposed a distributed online primal-dual dynamic mirror descent algorithm, which was found to achieve a relatively worse sublinear regret $O(K^{\frac{3}{4}})$, compared to the standard regret. When only with bandit feedback [20], they showed the regret of $O(K^{\frac{5}{4}})$. While all the results only apply to convex losses.

In the case of non-convex objective functions, we are only aware of a limited number of (very recent) works. Gao et al. [11] studied the pseudo-convex loss using the online normalized gradient descent and its bandit variant to show sublinear regret bounds. Hazan et al. [12] and Aydore et al. [13] respectively proposed different computationally tractable notions of local regret, motivated by offline non-convex optimization. However, the techniques studied do not guarantee a good sublinear regret for general non-convex losses in the online case. The recent work [1] utilized the follow-the-perturbed-leader approach, showing that with a good offline online case. The recent work [1] utilized the follow-the-

We propose a composite regret for distributed online optimization for both static and dynamic forms corresponding to different classes of loss functions. We then leverage this to prove regret bounds with pseudo-convex and non-convex losses.

For pseudo-convex loss functions, we propose consensus-based online normalized gradient descent (CONGD). To analyze the regret bound for general non-convex losses, we first extend the result from a recent work to the distributed setting and conclude that no deterministic algorithm can achieve $o(1)$. We then propose the Distributed Online Non-convex Optimization with Composite Regret (DINOCO) based on the follow-the-perturbed-leader, defining an offline optimization oracle.

With mild assumptions, we prove for pseudo-convex losses the regret can be upper bounded by $O(\sqrt{K} + P_K K)$, which matches the best performance in the centralized (non-distributed) variant. Here, $P_K$ is a parameter defined below in Eq 2. For general non-convex losses, DINOCO is provably able to achieve the sublinear regret $O(\sqrt{K})$. Table I summarizes the comparison between proposed and existing methods.

### II. Preliminaries and Composite Regret

#### A. Distributed Regret

Consider a networked system involving $N$ agents, which can be described by a graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, where $\mathcal{V} = \{1, 2, \ldots, N\}$ and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$. In the rest of analysis, the graph $\mathcal{G}$ is assumed to be static and undirected. In distributed online optimization, at each period $k \in \{1, 2, \ldots, K\}$, an online player $i \in \{1, 2, \ldots, N\}$ individually chooses a feasible policy $x_i^k$ from its decision set known by itself, $\mathcal{X}^i \subset \mathbb{R}^n$, and subsequently incurs a loss $f_k^i(x_i^k) : \mathbb{R}^n \to \mathbb{R}$, where $f_k^i(\cdot)$ is a differentiable loss function. In contrast with offline optimization, a remarkably different feature in online optimization is that the player $i$ must choose a policy for the period $k$ without knowing the specific form of loss function $f_k^i(\cdot)$. We next introduce the concepts of distributed regrets. Specifically, the static regret is defined as

$$S\text{-regret}_K(\mathcal{A}) = \sum_{k=1}^K \sum_{i=1}^N f_k^i(x_i^\star) - \sum_{k=1}^K \sum_{i=1}^N f_k^i(x_i^k)$$

where $\mathcal{A}$ is an algorithm, $N$ is the number of agents, $x_i^\star$ is the best strategy learned collaboratively by all agents and $x_i = \arg\min_{x_i \in \mathcal{X}^i} \sum_{k=1}^K \sum_{i=1}^N f_k^i(x)$, where $\mathcal{X} := \bigcap_{i=1}^N \mathcal{X}^i$. However, to emphasize each agent’s individual best strategy, we define $x_i^\star$ as the best strategy played by the $i$-th agent such that $x_1^\star = x_2^\star = \ldots = x_N^\star = x_\star$, which corresponds to all agents communicating sufficiently well. Without loss of generality, we denote the compact form of all the best strategies by $x_\star$, which stacks each best strategy from each agent, i.e., $x_\star = [x_1^\star; x_2^\star; \ldots; x_N^\star] \in \mathbb{R}^{nN}$. Hence, it is immediately obtained that $x_\star = [x_1; x_2; \ldots; x_N]_{nN \times 1}$. For the compact form $\chi$, it should be noted that the constraint set is expanded to a
higher dimension in the form of $\mathcal{X}^N$. For simplicity we assume that $n = 1$ in this paper such that $\mathcal{X}^N \subset \mathbb{R}^N$.

Alternatively, when using the dynamic regret, one can obtain the following definition

$$D\text{-regret}_K(\mathcal{A}) = \sum_{k=1}^{K} \sum_{i=1}^{N} f_i^k(x_k^i) - \sum_{k=1}^{K} \sum_{i=1}^{N} f_i^k(x_*^k),$$

where $x_*^k$ can be obtained by $x_*^k = \text{argmin}_{x \in \mathcal{X}^N} \sum_{i=1}^{N} f_i(x)$.

Similarly, the compact form of the time-varying best strategy is denoted by $x_*^k = [x_*^{k1}; x_*^{k2}; \ldots; x_*^{kN}]$. Unlike the static regret, the dynamic regret implies that when there is no restriction on the changes of loss functions, the regret is at most linear in $K$ irrespective of the policies [6]. Additionally, to gain meaningful bounds, the temporal change of the loss function sequence $\{f_k\}_{k=1}^{K}$ is assumed to be bounded. Specifically, the losses are assumed to be taken from the set \{6, 11\}:

$$\mathcal{M} := \left\{ \{f_1, f_2, \ldots, f_K\} : \sum_{k=1}^{K} \sup_{x \in \mathcal{X}} |f_k(x) - f_{k+1}(x)| \leq M_K, M_K > 0 \right\}.$$  

\(1\)

For OCO, Besbes et al. [6] proved sublinear regret with the above definition. In our analysis we adopt a slightly different regularity parameter defined in terms of the bounded worst-case variation of the optimal solution $x_*^k$ of $f_k(\cdot)$:

$$\mathcal{P} := \left\{ \{f_1, f_2, \ldots, f_K\} : \max_{x_*^k \in \text{argmin}_{x \in \mathcal{X}} f_k(x)} \sum_{k=1}^{K-1} \|x_*^{k+1} - x_*^k\| \leq P_K, P_K > 0 \right\},$$  

\(2\)

where $\| \cdot \|$ is the $\ell_2$ norm.

\section*{B. Composite Regret}

Based on the definitions of both static and dynamic regrets, the composite regret is defined formally as follows.

\textbf{Definition 1.} The static composite regret of a distributed online algorithm $\mathcal{A}$ is defined as

$$\text{SC\text{-regret}}_K(\mathcal{A}) = \sum_{k=1}^{K} \sum_{i=1}^{N} f_i^k(x_k^i)$$

$$+ c \sum_{k=1}^{K} \sum_{i=1}^{N} \sum_{j \in N(b(i))} \pi_{ij} \|x_j^k - x_j^i\|^2$$

$$- \left( \sum_{k=1}^{K} \sum_{i=1}^{N} f_i^k(x_*^i) + c \sum_{k=1}^{K} \sum_{i=1}^{N} \sum_{j \in N(b(i))} \pi_{ij} \|x_j^i - x_*^i\|^2 \right).$$  

\(3\)
where \( \Pi = (\pi_{ij}) \in \mathbb{R}^N \times \mathbb{R}^N \), \( Nb(i) = \{ j \in V | (i, j) \in E \} \cup \{ i \} \). Similarly, the dynamic composite regret of a distributed online algorithm \( \mathcal{A} \) is defined as

\[
\text{DC-regret}_K(\mathcal{A}) = \sum_{k=1}^K \sum_{i=1}^N f_k^i(x_k^i) + c \sum_{k=1}^K \sum_{i=1}^N j \in Nb(i) \pi_{ij} \| x_k^i - x_k^j \|^2
\]

\[
- \left( \sum_{k=1}^K \sum_{i=1}^N \sum_{j \in Nb(i)} f_k^i(x_k^i) + c \sum_{k=1}^K \sum_{i=1}^N \sum_{j \in Nb(i)} \pi_{ij} \| x_k^i - x_{*,k}^j \|^2 \right).
\]

Based on Definition 1, one extra term of

\[
c \left( \sum_{k=1}^K \sum_{i=1}^N \sum_{j \in Nb(i)} \pi_{ij} \| x_k^i - x_k^j \|^2 - \sum_{k=1}^K \sum_{i=1}^N \sum_{j \in Nb(i)} \pi_{ij} \| x_k^i - x_{*,k}^j \|^2 \right)
\]

for \( \text{SC-regret}_K \) or

\[
c \left( \sum_{k=1}^K \sum_{i=1}^N \sum_{j \in Nb(i)} \pi_{ij} \| x_k^i - x_k^j \|^2 - \sum_{k=1}^K \sum_{i=1}^N \sum_{j \in Nb(i)} \pi_{ij} \| x_{*,k}^i - x_{*,k}^j \|^2 \right)
\]

for \( \text{DC-regret}_K \) is added accounting for the network loss caused by the disagreement among agents. \( c \) is a constant parameter that may vary depending on the different methods adopted. For simplicity, \( c \) can be set equal to 1, while in this paper, we will show that \( c \) can be expressed using the step size. To obtain clean analytical results, we rewrite Eqs. 3 and 4 in a more compact form. Defining

\[
V(x) = \sum_{i=1}^N f_i^i(x) + c x^\top (I_N - \Pi) x = \mathcal{F}(x) + c x^\top (I_N - \Pi) x,
\]

we have

\[
\text{SC-regret}_K(\mathcal{A}) = \sum_{k=1}^K V_k(x_k) - \sum_{k=1}^K V_k(x_*)
\]

Likewise, we can obtain the compact form for the dynamic regret as follows.

\[
\text{DC-regret}_K(\mathcal{A}) = \sum_{k=1}^K V_k(x_k) - \sum_{k=1}^K V_k(x_{*,k})
\]

The mixing matrix \( \Pi \) is assumed to be doubly stochastic, symmetric, with diagonal elements \( \pi_{ii} > 0 \) and off-diagonal elements \( \pi_{ij} > 0 \) if and only if \( i \) and \( j \) are neighbors in the communication network. Under these conditions, \( \Pi \) only has one eigenvalue exactly equal to 1 while the rest of eigenvalues are strictly less than 1. We use \( \lambda \) to represent the second-largest eigenvalue where \( 0 < \lambda < 1 \). The spectral gap, \( 1 - \lambda \), will play a critical role in relating network topology to regret bounds.

The composite regret proposed in this context is an extension of the distributed empirical risk minimization in the offline setting. Although the regular static and dynamic regrets have been extended straightforward from centralized to distributed online learning, such regrets do not imply good performance, particularly when the agent-wise loss functions are quite different. This scenario could lead to even divergence for some online algorithms. The composite regret enables either the regular static or dynamic regret to have an extra regularization term in the loss functions for coping with the agent variations corresponding to the spatial change, compared to the path variation of only one agent shown in Eq. 2, corresponding to the temporal change. Therefore, the distributed online learning with the composite regret can simultaneously keep track of both spatial and temporal (hence spatiotemporal) changes along the optimizer path, shown in the regret bound in the rest of the analysis. Another advantage of having the composite regret will be illustrated for the distributed online non-convex learning where the gradient oracle is not used.

### III. Proposed Algorithm for Pseudo-convex Losses

We present the proposed algorithm for pseudo-convex losses in this section as well as the associated results. Before that, some necessary assumptions and preliminaries are given.

**Assumption 1.** There exists a constant \( G > 0 \) such that \( \mathcal{F} \) is Lipschitz continuous for all \( x, y \in \mathcal{X}^N \), i.e.,

\[
|\mathcal{F}(y) - \mathcal{F}(x)| \leq G \| y - x \|. \tag{7}
\]

**Assumption 2.** The set \( \mathcal{X}^N \subset \mathbb{R}^N \) is a compact set and \( \forall x, y \in \mathcal{X}^N, \| x - y \|_\infty \leq D \).

Assumption 2 implies immediately \( \| x - y \| \leq \sqrt{N} \| x - y \|_\infty \leq \sqrt{N}D \). In Zhang et al. [34], the authors imposed one additional assumption that each local loss function is smooth, while in this paper, we relax such an assumption as in Li et al. [17]. Moreover, in most previous works [17, 28], they had explicit assumptions for the boundedness of \( \mathcal{F} \), Similarly, in this paper, we have that \( |\mathcal{F}| < \infty \). Assumption 2 does not indicate whether the set is convex or not, which allows the analysis throughout the paper to use this assumption. However, when analyzing (strongly) convex and pseudo-convex losses, it defaults to a convex set. At the same time, it is not assumed to be so for non-convex analysis. To simplify the analysis in the next section, we also assume that \( \mathcal{X}^N \) contains the origin, while in practice, this may not necessarily be true. This simplification allows us to initialize \( x \) at the origin.

**A. CONGD for Pseudo-convex Losses**

In literature, numerous existing works have focused on convex optimization, and non-convex problems in the distributed online setting have rarely been explored and investigated with any established methods. In this context, we propose the CONGD for studying the scenario where the loss functions satisfy the pseudo-convexity and show that a sublinear dynamic regret can be achieved with the properly set step size. The online normalized gradient descent
(ONGD) has been adopted in Gao et al. [11], while Nesterov [23] proposed the normalized gradient descent. The CONGD utilizes the first-order information \( \nabla f_i^k(x_i^k) \) for each agent to compute the normalized vector \( \frac{\nabla f_i^k(x_i^k)}{\|\nabla f_i^k(x_i^k)\|} \) as the search direction. The algorithmic framework is presented as follows. \( P_{X^i}(y) = \arg \min_{x \in X^i} \|y - x\| \) is the Euclidean projection.

\[
\text{Algorithm 1 Consensus-based Online Normalized Gradient Descent (CONGD)}
\]

1: Input: convex sets \( X^i, K, x_i^1 = 0 \in X^i \), step size \( \{\alpha_k\} \), \( \Pi, i \in \{1, ..., N\} \)
2: for \( k = 1 \) to \( K \) do
3: for each agent \( i \) do
4: Play the strategy to form \( x_i^k \) and observe the loss \( f_i^k(x_i^k) \)
5: Calculate the feedback \( \nabla f_i^k(x_i^k) \)
6: if \( \|\nabla f_i^k(x_i^k)\| > 0 \) then
7: Update: \( y_{ik}^k = \sum_{i=1}^N \pi_{ij} x_j^k - \alpha_k \frac{\nabla f_i^k(x_i^k)}{\|\nabla f_i^k(x_i^k)\|} \)
8: Project: \( x_i^{k+1} = P_{X^i}(y_{ik}^k) \)
else
9: \( x_i^{k+1} = x_i^k \)
end if
10: end for
11: end for
12: end for
13: end for

We denote by \( \|\nabla F(x_k)\| = \|\nabla f_1^k(x_1^k), ..., f_N^k(x_N^k)\| \). For each agent, they play their own strategies and then observe the corresponding losses, subsequently followed by calculating the feedback. To update the strategy, if the norm of the feedback is not equal to 0, a consensus step is taken for an auxiliary variable \( y_k \) with the movement in the direction of negative normalized gradient. Then, a projection is taken for the updated auxiliary variable. Otherwise, the current strategy is taken as the next strategy. Algorithm 1 shows the agent-wise update for the implementation, while for analysis, we will use a compact form for the ease of the understanding. However, in Line 7, the compact form of the normalized vector is \( \left[ \frac{\nabla f_i^k(x_i^k)}{\|\nabla f_i^k(x_i^k)\|} \right]^T \), which is not exactly equivalent to \( \frac{\nabla F_i(x_i)}{\|\nabla F_i(x_i)\|} \). Hence, in this context, a slight modification is applied for the analysis, i.e., \( \left[ \frac{\nabla f_i^k(x_i^k)}{\|\nabla f_i^k(x_i^k)\|} \right]^T \).

Due to Assumption 1, such a replacement in the analysis will not affect the ultimate convergence rate, while it may lead to slight different constants in the error bound. Note that such a modification is only for the theoretical analysis as in practice, each agent cannot get access to other agents’ local gradients.

In order to apply the composite regret to CONGD, such a form helps characterize the analysis for pseudo-convex losses. Recall \( y_{k+1} = \Pi x_k - \alpha_k \frac{\nabla F_i(x_k)}{\|\nabla F_i(x_k)\|} \), which can be rewritten as

\[
y_{k+1} = x_k - \alpha_k \left( \frac{\nabla F_i(x_k)}{\|\nabla F_i(x_k)\|} + \frac{1}{\alpha_k} (I_N - \Pi) x_k \right).
\]

One can observe that the second term on the right-hand side of the last equation is close to a composite gradient, including the normalized gradient and the consensus term. For keeping consistency inside the composite gradient, we also derive the normalized consensus term, which will be found to be useful for the subsequent analysis. Thus, we have

\[
y_{k+1} = x_k - \alpha_k \left( \frac{\nabla F_i(x_k)}{\|\nabla F_i(x_k)\|} + \frac{1}{\alpha_k} (I_N - \Pi) x_k \right) + \frac{1}{\alpha_k} (I_N - \Pi) x_k,
\]

which is

\[
y_{k+1} = x_k - \alpha_k \left( \frac{\nabla F_i(x_k)}{\|\nabla F_i(x_k)\|} + \frac{1}{\alpha_k} (I_N - \Pi) x_k \right),
\]

with \( \alpha_k \) is set constant for all \( k \). \( \alpha_k \) can be bounded above by a constant. Such a property will help with the analysis when adopting the pseudo-convexity to the loss functions. However, we still have to define the constant \( c \) for the CONGD. Motivated by the distributed empirical risk minimization, \( c = \frac{\lambda}{2 \sigma^2}, \forall k = 1, 2, ..., K \) is employed in the CONGD. Thus, the following theorem is shown to claim a sublinear non-stationary regret bound for CONGD.

**Theorem 1.** Let all assumptions hold. CONGD with DC-regret \( K \) and the step size \( \alpha_k = \alpha = \sqrt{\frac{\sqrt{N}D_1(ND+3P_K)}{K}} \) guarantees the sublinear regret

\[
O \left( 1 + \frac{1}{\alpha_k} \sqrt{K(ND^2 + 3\sqrt{N}DP_K)} \right)
\]

for all \( K \geq 1 \) when the loss functions are pseudo-convex.

Theorem 1 implies that even if the loss function is pseudo-convex, which is weaker than convex, the regret minimization does not differ significantly. It is noted that we omit some constants in the expression of \( O(\cdot) \). The regret bound also implies the impact of network topology such that when the network is dense, which corresponds a smaller \( \lambda \) value, the regret bound approaches to \( O \left( 2 \sqrt{K(ND^2 + 3\sqrt{N}DP_K)} \right) \). However, a sparse network results in a larger regret bound.

**IV. PROPOSED ALGORITHM FOR NON-CONVEX LOSSES**

As mentioned above, non-convex online learning remains an active research area in the algorithmic learning community. In the centralized setting, recent works [1, 29] have focused on the FTPL algorithm to leverage the perturbation for stabilizing the learning. However, in the distributed setting, no results have been reported, to the best of our knowledge. In this paper, we shed light on the availability of the regret bound on top of the existing works.

**A. Proposed Algorithm: DINOCO**

Some preliminaries are presented before presenting the algorithmic framework of DINOCO for the setting of distributed non-convex online learning. The perturbation is attained by sampling a random vector from an exponential distribution. Therefore, we denote by \( \sigma \) an \( N \) dimension random vector from the distribution \( \exp(\eta) \), where \( \eta > 0 \) is the rate parameter.
for an exponential distribution. Intuitively, \( \eta \) plays a similar role as the step size, \( \alpha \), and it will be defined as a function of \( K \), which significantly affects the growth order of the regret. Also, in Assumption 1, we use \( L_2 \) norm to define the Lipschitz continuity for \( \mathcal{F} \). While we adjust the assumption slightly to replace the \( L_2 \) norm with the \( l_1 \) norm. Such an adjustment helps characterize the subsequent analysis for the regret bound as the random perturbation vector is sampled coordinate-wise. We will see that in the regret bound, the dimension of such a random perturbation vector also has an impact. By re-defining a constant \( \bar{G} > 0 \), the conclusion from Assumption 1 becomes \( |\mathcal{F}(y) - \mathcal{F}(x)| \leq \bar{G} \|y - x\|_1 \). We also correspondingly modify the norm of network loss in Eqs. 3 and 4, changing the \( L_2 \) norm to \( l_1 \) norm. Such a change does not hurt the concept of composite regret due to the property of the equivalence of norms. Also, this change will not affect the regret bound as the difference is only related to some constants that would be omitted when presenting the regret bound. To obtain the DINOCO, we adapt an offline optimization oracle with an approximate form \cite{29} and define it formally as follows.

**Definition 2.** For each agent \( i \), a \((\rho_i, \beta_i)\)-approximate optimization oracle is an oracle that takes as input a function \( V^i : X^i \rightarrow \mathbb{R} \) and a random perturbation \( \sigma^i \) sampled from an exponential distribution such that

\[
V^i(x^*) - \sigma^i x^* \leq \inf_{x \in X^i} V^i(x) - \sigma^i x + (\rho_i + \beta_i|\sigma^i|),
\]

where \( x^* \in X^i \), \( \rho_i, \beta_i > 0 \).

For convenience, we denote by \( T_{\rho_i, \beta_i}(V^i, \sigma^i) \) the \((\rho, \beta)\)-approximate optimization oracle for agent \( i \). Given access to \( T_{\rho_i, \beta_i}(V^i, \sigma^i) \), the DINOCO algorithm utilizes the following core prediction rule

\[
x_{k+1} = T_{\rho_i, \beta_i} \left( \sum_{l=1}^{k} f^i_l + r^i_l, \sigma^i_{k+1} \right)
\]

where \( \sigma^i_{k+1} \) is a random perturbation at the time step \( k + 1 \) sampled from \( \exp(\eta) \). \( \eta \) will be specified when determining the regret bound. We now formally present the DINOCO in Algorithm 2.

**Algorithm 2** DINOCO

1. **Input:** rate parameter of exponential distribution \( \eta \), \((\rho_i, \beta_i)\)-approximate optimization oracle \( T_{\rho_i, \beta_i} \), \( \Pi \)
2. **for** \( k = 1 \) to \( K \) **do**
3. **for** each agent \( i \) **do**
4. Agent \( i \) plays the strategy to form \( x^i_k \) and observe the losses \( f^i_k(x^i_k) \) and \( r^i_k(x^i_k) = \frac{1}{2\eta} \sum_{j \in N(i)} \pi_{ij} \|x^i_k - x^j_k\|^2 \)
5. Generate random perturbation \( \sigma^i_{k+1} \) \( \sim \exp(\eta) \)
6. Update: \( x^i_{k+1} = T_{\rho_i, \beta_i} \left( \sum_{l=1}^{k} f^i_l + r^i_l, \sigma^i_{k+1} \right) \)
7. **end for**
8. **end for**

\( f^i_l + r^i_l \) is replaced by \( V^i_l \) throughout the analysis when presenting the update law. It can be observed from Algorithm 2 that each \( \sigma^i_{k+1} \) is drawn i.i.d. from the same exponential distribution. \( V^i_k(x^i_k) \) includes the network loss \( r^i_k \) among diverse agents in the neighborhood of agent \( i \), which signifies the communication among them for each iteration. For the update at the iteration \( k \), \( T_{\rho_i, \beta_i} \) takes as input the cumulative loss up to \( k \) and the random perturbation \( \sigma^i_{k+1} \) and then predicts \( x^i_{k+1} \). Intuitively, the next approximate best decision is attained in hindsight by perturbing the cumulative loss. Next, we will show how such a decision-making process benefits from the perturbation for stability.

**B. Sublinear Regret for DINOCO**

In this section, we analyze the regret bound for DINOCO and shed light on how the composite regret is leveraged for the setting of distributed online non-convex learning. To ease the complication of the analysis, we introduce the \((\rho, \beta)\)-aggregate approximate optimization oracle for the network such that

\[
V(x^*) - \sigma^T x^* \leq \inf_{x \in \mathcal{X}^N} V(x) - \sigma^T x + (\rho + \beta|\sigma|_1),
\]

where \( \rho = \max\{\rho_1, \rho_2, \ldots, \rho_N\} \) and \( \beta = \max\{\beta_1, \beta_2, \ldots, \beta_N\} \). Each coordinate of \( \sigma \) corresponds to the random perturbation of an agent, which is sample from the same exponential distribution in the i.i.d. manner. The aggregate in this context is due to the agents in the network. A key lemma for upper bounding the expected composite regret is first given.

**Lemma 1.** Let all assumptions hold. The expected composite regret of the DINOCO is upper bounded as

\[
\mathbb{E}\left[ \sum_{k=1}^{K} V_k(x^*_k) - \sum_{k=1}^{K} V_k(x^*_k) \right] \leq \sum_{k=1}^{K} \mathbb{E}[x_k - x_k]
\]

\[+ \frac{N(\beta K + \sqrt{ND})}{\eta} + \rho K, \text{ where } x_k = \inf_{x \in \mathcal{X}^N} \sum_{k=1}^{K} V_k(x).\]

(12)

As Lemma 1 shows, the upper bound is determined by the stability of decisions, the approximation error by the aggregate approximate optimization oracle, and the diameter of the decision set. Another suggestion from Lemma 1 is that the number of agents can impact the upper bound, which is evident in the second term on the right-hand side of Eq. 12. However, the impact could be reduced by choosing appropriately \( \eta \) and \( \beta \). We defer the analysis after presenting the main theorem. This term also shows the tradeoff between the stability and the quality of predictions. Although more randomness can better stabilize the decision-making process, the prediction may become worse to cause the worse regret when \( \eta \) decreases. Additionally, if substituting \( L \approx \bar{G}(1 + \frac{\gamma}{1-\gamma}) \), \( \gamma > 0 \) into the upper bound, we can obtain the quantitative relationship between the regret bound and the network topology, which provides us a way to investigate regrets with different topologies. To get the main theorem, we have to show the first term on the right-hand side in Eq. 12 to be bounded above. Due to the limit of the space, we omit a formal statement for the bound while the
Theorem 2. Suppose that the offline optimization oracle used by DINOCO is a \((\rho, \beta)\)-aggregate approximate. Also, the random perturbation \(\sigma\) is assumed to be sampled from an exponential distribution \(\exp(\eta)\) with a constant rate parameter \(\eta\). Then DINOCO can achieve the expected regret bound where \(x_\star = \inf_{x \in \mathcal{X}^N} \sum_{k=1}^{K} V_k(x)\):

\[
\mathbb{E} \left[ \sum_{k=1}^{K} V_k(x_k) - \sum_{k=1}^{K} V_k(x_\star) \right]^2 \leq \mathcal{O} \left( K \eta N^2 D \tilde{G}^2 \left( 1 + \frac{\gamma}{1 - \lambda} \right) + \frac{N (\beta K + \sqrt{ND})}{\eta} + \rho K + \beta N \tilde{G} \left( 1 + \frac{\gamma}{1 - \lambda} \right) \right),
\]

(13)

Due to the limit of space, we skip the detailed proof in the paper. We omit some constants in the regret bound for the expected composite regret bound. Next, we present a corollary to show the sublinear regret bound by explicitly setting \(\eta, \rho, \) and \(\beta\).

Corollary 1. Suppose that the offline optimization oracle used by DINOCO is \((\rho, \beta)\)-aggregate approximate, where \(\rho = \mathcal{O} \left( \frac{1}{\sqrt{K}} \right)\) and \(\beta = \mathcal{O} \left( \frac{1}{K} \right)\). Also, the random perturbation \(\sigma\) is assumed to be sampled from an exponential distribution \(\exp(\eta)\) with a constant rate parameter \(\eta = \mathcal{O} \left( \frac{1}{\sqrt{K}} \right)\). Then DINOCO can achieve the expected regret bound

\[
\mathbb{E} \left[ \sum_{k=1}^{K} V_k(x_k) - \sum_{k=1}^{K} V_k(x_\star) \right]^2 \leq \mathcal{O} \left( \sqrt{K} N^2 \left( 1 + \frac{\gamma}{1 - \lambda} \right)^2 + \sqrt{KN^2 + \sqrt{K}} \right),
\]

(14)

The proof of Corollary 1 is an immediate consequence of Theorem 2 when substituting \(\eta, \rho, \) and \(\beta\) into the regret bound. It clearly shows that the regret bound for the DINOCO with the expected composite regret is sublinear and closely related to the number of agents and the topology of the network. When \(N = 1\) such that the term \(\frac{\gamma}{1 - \lambda}\) disappears and the setting is centralized, the regret bound maintains \(\mathcal{O}(\sqrt{K})\). Hence we can recover the regret bound shown in Suggala and Netrapalli [29]. When \(N\) is large, one can observe that the first term on the right-hand side of Eq. 14 dominates the regret bound. By specifically defining \(\eta\) and \(\beta\) as a function of \(N\), the order of \(N\) in the regret bound can be reduced. Let \(\eta = \mathcal{O} \left( \frac{1}{\sqrt{KN}} \right)\) and \(\beta = \mathcal{O} \left( \frac{1}{\sqrt{KN}} \right)\). We then have

\[
\text{where } k = 1 \text{ is large, one can observe that the first term on the right-hand side of Eq. 14 dominates the regret bound.}
\]

\[
\mathbb{E} \left[ \sum_{k=1}^{K} V_k(x_k) - \sum_{k=1}^{K} V_k(x_\star) \right]^2 \leq \mathcal{O} \left( \sqrt{KN^2} \left( 1 + \frac{\gamma}{1 - \lambda} \right)^2 \right) + \sqrt{KN^2 + \sqrt{K}},
\]

(15)

which suggests that the regret bound is approximately reduced by an order of \(\sqrt{N}\). In summary, though the extension of online non-convex optimization algorithm from centralized to distributed setting is straightforward, such an extension is still critical as rare results have been reported and the analysis involving diverse topologies is non-trivial.

V. CONCLUSIONS

This paper develops a novel regret that extends the regular static and dynamic regrets to account for the network loss in distributed online learning. With the composite regret, we propose algorithms for different classes of losses. For pseudo-convex losses, the proposed algorithm allows achieving the sublinear regret, which is the first time for the distributed setting. For general non-convex losses, based on the recent development, we have found that no deterministic algorithm can achieve sublinear regret. By introducing an offline optimization oracle, the proposed DINOCO using the composite regret can achieve the best sublinear regret, which sheds light on the regret bound in distributed online non-convex learning.
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