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Abstract—We study the pattern of queueing delay minimization in overloaded networks using link rate control. We show that serving packets with maximum link rates does not minimize queueing delay when networks are on overload. To understand this counter-intuitive observation and identify the optimal solution, we characterize the packet queueing delay explicitly through a fluid queue model, which enables us to characterize the sufficient and necessary condition for a policy to be delay-optimal for single-hop networks. We show that setting the link rates to be proportional to the packet arrival rates minimizes both average and maximum delay among all sources simultaneously. We further prove that a queue-proportional rate control policy, agnostic of packet arrival rates, asymptotically delay-optimal [1], and a power-of-d-choices parallel queues: The Join-the-shortest-queue policy is proven to reduce communication overhead [7].

I. INTRODUCTION

Reducing network delay is an old but never-obsolete research problem. Delay-sensitive applications including livestreaming, route directions, remote control, and financial trading, pose increasingly demanding delay requirements on network providers. For enterprises, prompt response to offer service guarantees high revenue and customer loyalty: Google pointed out that advertisement revenues decreases by 20% if web search delay increases from 0.4 seconds to 0.9 seconds, and according to Amazon, an extra 100ms response time decreases the sales by 1% [1]. Network infrastructure providers are dedicated to reducing delay under heavy traffic, for example using smart buffer architectures to absorb network spikes [2], and conducting traffic pacing and shaping [3], [4].

A key component of network delay is the queuing delay, which reflects the waiting time of a packet in network buffers until it can be served. Extensive prior works have been devoted to designing efficient transmission policies to reduce queuing delay, however exact characterization of queuing delay remains a hard problem [5], [6], and optimal scheduling policies have been obtained only for simple structures like parallel queues: The Join-the-shortest-queue policy is proven asymptotically delay-optimal [1], and a power-of-d-choices policy can reduce communication overhead [7].

In this paper, we study queueing delay minimization in overloaded networks. Network overload occurs when user demand surpasses network service capacity, under which data packets keep accumulating in network buffers. Overload occurs frequently in datacenter networks and server farms due to higher user demand [8]. Multiple reasons contribute to network overload: demand surge [9], denial-of-service attacks [10], and failure of network components [11], [12]. Network overload can result in detrimental consequences such as throughput reduction [13] and increased latency [14], which impairs quality of service.

We aim to minimize the queueing delay for traffic injected into the networks in finite-time horizon, motivated by the fact that overload is temporary in practice. We observe that many scheduling schemes that achieve good delay performance when network is not overloaded, perform poorly in overload. Consider the $2 \times 1$ single-hop network in Fig. 1. Packets arrive to ingress node $s_i$ with rate $\lambda_i$ ($i = 1, 2$), and they are transmitted to the egress node $d$ whose service rate is $\mu = 2$, sharing the buffer at node $d$. The capacity of the two links are 4 and 2 respectively. First, suppose that at most one link can be activated at a time. In this case, maxweight scheduling has been shown to achieve near-optimal delay performance when the network is not overloaded ($\lambda_1 + \lambda_2 < \mu$), which always activates the link connected to the ingress node with longer queue backlog [15]. However, maxweight fails in delay minimization under for example $(\lambda_1, \lambda_2) = (6, 3)$, as $s_1$ always has longer queue backlog than $s_2$, permanently blocking packets in the buffer of $s_2$. We will also show that even if simultaneous activation is allowed, transmitting packets with maximum rate is in general not delay-optimal under overload. Such counter-intuitive observation motivates us to rigorously design network policies for queueing delay minimization in overloaded networks.

One challenge is the technical difficulty of modeling the queueing delay in overloaded networks, as the Little’s law [16], the foundation of queueing delay analysis in stationary systems, no longer works in overloaded networks as the long-term expectation of delay is infinite. To overcome

Fig. 1: $2 \times 1$ single-hop networks with $(c_1, c_2) = (4, 2)$
the difficulty, in this paper we formulate the dynamics of traffic through a fluid queue model, where we view packet transmission through a link as a flow. We demonstrate that this continuous fluid model serves as a useful and effective tool to characterize queueing delay in overloaded networks. Meanwhile, it well approximates discrete packet transmission when the time unit is sufficiently small, and thus the results derived through the continuous model can guide the policy design in discrete settings. Based on the fluid model, we propose delay-optimal transmission policies in overloaded networks for traffic that arrive within a bounded time interval. The bounded time corresponds to the temporariness of network overload in practice. As an initial exploration on delay minimization in overloaded networks, we primarily present results in single-hop networks, and leave multi-hop networks as future work.

We summarize the contribution of this work as follows. (i) We formulate the queueing dynamics through a continuous fluid queue model, which can characterize the exact queueing delay of any specific packet arriving at arbitrary time under static flow. (ii) We prove the sufficient and necessary condition of a policy to minimize average queueing delay for any $N \times 1$ single-hop network, and a sufficient condition for any $N \times M$ single-hop network. The conditions demonstrate that a rate-proportional policy is delay-optimal. (iii) We prove that a queue-proportional policy, which is agnostic of packet arrival rates and based on real-time queue information, can asymptotically minimize queueing delay under arbitrary initial network state. The queue-based policy is more realistic as packet arrival rates may be time-varying and are generally hard to access [17]. (iv) We validate our results in single-hop network structures under different network settings, compared with backpressure policy [18] and max-link-rate policy where all links serve with rate equal to link capacity.

II. MODELING AND PROBLEM FORMULATION

A. Single-Hop Network Structure

We model a single-hop network as a bipartite graph $(\mathcal{V}, \mathcal{E})$ where $\mathcal{V} := \{\mathcal{V}_I, \mathcal{V}_E\}$ denotes the set of ingress nodes by $\mathcal{V}_I$, and the set of egress nodes by $\mathcal{V}_E$, and the set of transmission links between $\mathcal{V}_I$ and $\mathcal{V}_E$ by $\mathcal{E}$. An $N \times M$ single-hop network consists of $|\mathcal{V}_I| = N$ ingress nodes and $|\mathcal{V}_E| = M$ egress nodes. Fig. 2 shows the topology, and real networks that can be modeled by the single-hop structure, including switched networks and server farms. The single-hop structure also serves as the basic structure of datacenter networks [19].

Denote the $i$th ingress node as $s_i$ and the $j$th egress node as $d_j$. Each packet arrives at one of the ingress nodes and departs from one of the egress nodes. At each node, packets will be queued in a buffer waiting to be served, and we assume that packets follow the first-come-first-serve service which is common in real network infrastructures [16]. The queue length in node $k$ at time $t$ is denoted by $q_k(t)$.

The packet arrival rate at ingress node $s_i$, denoted by $\lambda_i$, can be interpreted as the average number of packets that arrive to $s_i$ in a time unit. We use $\Lambda := (\lambda_i)_{i=1}^N$ to denote the packet arrival rate vector. Packets in the buffer of $s_i$ are transmitted to an adjacent egress node $d_j$ through link $(s_i, d_j) \in \mathcal{E}$. The transmission rate on link $(s_i, d_j)$ at time $t$, denoted by $g_{s_i,d_j}(t)$, represents the number of packets transmitted over $(s_i, d_j)$ at time $t$. Each link $(s_i, d_j)$ is associated with a capacity value $c_{s_i,d_j}$, which is the maximum transmission rate, i.e., $0 \leq g_{s_i,d_j}(t) \leq c_{s_i,d_j}, \forall (s_i, d_j) \in \mathcal{E}$. Moreover, $g_{s_i,d_j}(t) = 0$ when $q_{s_i}(t) = 0$ for any $(s_i, d_j) \in \mathcal{E}$, which means no packets will be transmitted through $(s_i, d_j)$ when there is no queue backlog in node $s_i$. We use $g(t) := \{g_{s_i,d_j}(t)\}_{(s_i,d_j) \in \mathcal{E}}$ to denote the transmission rate vector and $c := \{c_{s_i,d_j}\}_{(s_i,d_j) \in \mathcal{E}}$ to denote the capacity vector. Finally, the egress node $d_j$ serves packets in a work-conserving manner: serving with its maximum rate, denoted by $\mu_j$, whenever there exists queue backlog in the buffer. It is clear that work-conserving service at egress nodes is a necessary condition for delay optimality, and thus we can merely study the delay-optimal transmission rate $g(t)$ between ingress and egress nodes.

We consider a fluid-queue model to characterize the dynamics in the network: Packets are modeled as continuous flows instead of discrete packet units, which means the queue length can be fractional. We show below that the fluid formulation facilitates characterization of queueing delay. The fluid model is based on the fluid conservation law, which states that the net increase of queue length equals to the difference between the number of new arrivals and departures at a node at any time, i.e.,

$$\begin{align} 
\dot{q}_{s_i}(t) &= \lambda_i - \sum_{d_j: (s_i, d_j) \in \mathcal{E}} g_{s_i,d_j}(t), \forall i = 1, \ldots, N \\
\dot{q}_{d_j}(t) &= \sum_{s_i: (s_i, d_j) \in \mathcal{E}} g_{s_i,d_j}(t) - g_{d_j}(t), \forall j = 1, \ldots, M 
\end{align}$$

(1)

where under the work-conserving mechanism at egress nodes, $g_{d_j}(t) := \mu_j$ if $q_{d_j}(t) > 0$ and 0 otherwise.

Remark: The dynamics (1) offers a simplified framework for flow control analysis compared with discrete queueing model [18]. It is different from the fluid model defined in some prior works which captures the scaled limit of the queue backlog [13], [20], [21], an indicator for queue stability but not suited to study queueing delay.

B. Characterization of Queueing Delay

Based on (1), we can characterize the exact queueing delay of a packet that arrives at any specific time under static flow, where the transmission rate vector $g$ is time-invariant. A packet goes through an ingress node and an egress node, which follows the two-node model in Fig. 3. Consider the red packet arriving at the node $1$ at time $t$. The queueing delay at node $1$ is $q_1(t)/g_{12}$, as the red packet has to wait for all of the packets ahead of it to be served. The packet departs from
node 1 and arrives at node 2 at time \( t' := t + q_1(t)/g_{12} \), and thus the queueing delay at node 2 is \( q_2(t')/\mu \). Therefore the total queueing delay for this packet is

\[
\frac{q_1(t)}{g_{12}} + \frac{q_2(t')}{\mu} = \frac{q_1(t)}{g_{12}} + \max \left\{ \frac{q_2(t' + \frac{q_1(t)}{g_{12}} (g_{12} - \mu))}{\mu}, 0 \right\} = \max \left\{ \frac{q_1(t)}{\mu}, \frac{q_2(t)}{g_{12}}, \frac{q_1(t)}{\mu} \right\}
\]

where the max term in the second line is to take into account that \( q_2(t') \) may reach 0 when \( g_{12} < \mu \). It indicates that larger \( g_{12} \) such that \( g_{12} \geq \frac{q_1(t) + q_2(t')}{\mu} \) guarantees minimum queueing delay for the red packet, while further increasing \( g_{12} \) does not make a difference as the delay is bottlenecked by \( \mu \).

\[\text{Fig. 3: Queueing delay for a packet in a two-node model.}\]

We now apply the two-node model to a general \( N \times M \) single-hop structure. Denote the queueing delay of a packet that arrives at ingress node \( s_i \) at time \( t \), and departs at egress node \( d_j \), as \( D_{s_i,d_j}(t) \). Let \( t' := t + \sum_{d_k:i(d_k) \in E} g_{s_id_k} \), and thus

\[
D_{s_i,d_j}(t) = \frac{q_{s_i}(t)}{\sum_{d_k:i(d_k) \in E} g_{s_id_k}} + \frac{q_{d_j}(t')}{\mu_j}
\]

which consists of the queueing delay at \( s_i \) and \( d_j \) respectively. Eqn. (3) can be further transformed into a function of \( g \) as in (2), which facilitates our derivation of optimal transmission policies in later sections.

**Remark:** We purely shed light on queueing delay for two reasons: (i) The preprocessing and propagation delay are with very small variations, and almost independent of network policies; (ii) In overload the queueing delay dominates compared with preprocessing and propagation delay, as overload causes buffer congestion which leads to severe increase of queue backlog.

**C. Problem Formulation**

We now formulate the delay minimization problem in a general \( N \times M \) single-hop network. We focus on two queueing delay metrics: (i) the average delay \( \bar{D}_{\text{avg}} \) (ii) the maximum ingress delay \( \bar{D}_{\text{max}} \), with formal definitions introduced later. They measure the delay performance from different angles: \( \bar{D}_{\text{avg}} \) reflects the overall delay performance of all the arrived packets, while \( \bar{D}_{\text{max}} \) measures the average delay of the packets from different ingress nodes and takes the largest one as the maximum ingress delay. In practice, \( \bar{D}_{\text{avg}} \) is relevant to systems whose overall performance is important, for example datacenters and server farms, while \( \bar{D}_{\text{max}} \) represents the fairness of processing tasks from different sources, which is important in parallel task completion, coflow analysis, etc.

We focus on both metrics for packets that arrive in some bounded time interval \([t_0, t_0 + T]\), whose reason is two-folded: (i) Network overload is a temporary event in practice; (ii) Both metrics approach infinity in unbounded intervals in overloaded networks under any policy.

We now define \( \bar{D}_{\text{avg}} \) and \( \bar{D}_{\text{max}} \) formally. Denote the average queueing delay of packets arriving at ingress node \( s_i \) within \([t_0, t_0 + T]\) as \( \bar{D}_i \), which under an \( N \times M \) structure is

\[
\bar{D}_i = \frac{1}{T} \int_{t_0}^{t_0+T} \sum_{j=1}^{M} \frac{g_{s_id_j}}{\sum_{k=1}^{M} g_{s_kd_k}} d_{s_id_j}(t) dt, \forall i = 1, \ldots, N, \tag{4}
\]

which contains two layers of averaging: (i) averaging over different arrival times \( t \) within \([t_0, t_0 + T]\), which is an unweighted integral; (ii) averaging over packets sent to different egress nodes, which is weighted by \( g_{s_id_j}/\sum_{k=1}^{M} g_{s_kd_k} \), i.e., the portion of packets that arrive at \( s_i \) at time \( t \) and will depart from \( d_j \). Then the two delay metrics to be optimized in this paper can be formulated as:

\[
\bar{D}_{\text{avg}} = \sum_{i=1}^{N} \frac{\lambda_i}{\sum_{j=1}^{M} \lambda_j} \bar{D}_i, \tag{5}
\]

\[
\bar{D}_{\text{max}} = \max_{i=1, \ldots, N} \bar{D}_i. \tag{6}
\]

Based on (4), the \( \bar{D}_{\text{avg}} \) in (5) introduces an additional layer of averaging, weighted by the ratio \( \lambda_i T / \left( \sum_{j=1}^{N} \lambda_j T \right) = \lambda_i / \left( \sum_{j=1}^{N} \lambda_j \right) \) that is the portion of the packets that arrive at ingress node \( s_i \) within the time interval \([t_0, t_0 + T]\), while (6) takes the maximum over all \( \bar{D}_i \)'s, which represents the largest delay among all ingress nodes from \( s_1 \) to \( s_N \).

**D. Network Overload**

We define overload in single-hop networks before introducing our results on minimizing \( \bar{D}_{\text{avg}} \) and \( \bar{D}_{\text{max}} \).

**Definition 1.** A \( N \times M \) single-hop network is overloaded if there is no transmission rate vector \( g \) such that

\[
\begin{cases}
\sum_{d_j:s_i(d_j) \in E} g_{s_id_j} \geq \lambda_i, & \forall i = 1, \ldots, N \\
\sum_{s_i:s_i(d_j) \in E} g_{s_id_j} \leq \mu_j, & \forall j = 1, \ldots, M \\
g_{s_id_j} \in [0, c_{s_id_j}], & \forall(s_i, d_j) \in E
\end{cases} \tag{7}
\]

The condition (7) guarantees that there is no feasible transmission rate vector \( g \) that prevents all ingress and egress nodes from queue overflow. This may occur when demand drastically increases during peak hours, or lack of sufficient transmission resources due to failure, misconfiguration, and resources being occupied by other flows. We purely focus on delay minimization in overloaded networks, since for networks not overloaded, (7) is feasible and thus it is trivial to achieve zero queueing delay in the steady state under the fluid model by finding one of the feasible solutions of (7).
III. DELAY MINIMIZATION ON $N \times 1$ STRUCTURE

In this section, we present delay optimality results for $N \times 1$ single-hop structures, where all arrivals share a single egress node. This structure represents a single server that receives requests from multiple sources, or the case that packets arrive from multiple upstream links and share a single port of a downstream switch between two stages in a datacenter [19]. We unveil a counterintuitive result that serving transmissions that follow the proportion of packet arrival rates to different ingress nodes is delay-optimal, which we term as the rate-proportional policy. We demonstrate that the rate-proportional policy not only minimizes queueing delay, but also saves transmission resources and thus reduces power consumption compared with serving with maximum rates.

Given that no prior works applied the fluid model to delay minimization in overloaded networks, we first introduce the intuition behind the rate-proportional policy in this section, we (i) present the main results under unlimited link capacity, and then extend the result to the $N \times 1$ structure. To present the intuition behind the rate-proportional policy we present the (i) main results under unlimited link capacity, and then show that introducing limited link capacity does not affect the form of the delay-optimal policy; (ii) consider time-invariant transmission rate vector $g$, which induces static flow and serves as a foundation of real-time queue-based policy design in Section V.

A. $2 \times 1$ Overloaded Networks

A $2 \times 1$ single-hop network contains 2 ingress nodes and 1 egress node. We present the sufficient and necessary condition for $g := (g_1, g_2)^2$ to minimize delay metrics $D_{\text{avg}}$ and $D_{\text{max}}$ in Proposition 1. We derive Proposition 1 under zero initial queues and obtaining the intuition behind the rate-proportional pattern, and we clarify how initial queue length affects the result and point out that in practical overload the impact is generally negligible.

Proposition 1. Given a $2 \times 1$ single-hop network. For $\forall T > 0$, the set of $g$’s that minimize $D_{\text{avg}}$ and $D_{\text{max}}$ of the packets that arrive within $[t_0, t_0 + T]$ where $q(t_0) = 0$ is

$$\left\{ (g_1 + g_2 \geq \mu) \cap \left( \frac{\lambda_1}{g_1} = \frac{\lambda_2}{g_2} \right) \right\} \cup \{ g_1 \geq \lambda_1, g_2 \geq \lambda_2 \} \quad (8)$$

under which $D_{\text{avg}} = D_{\text{max}} = \frac{T}{2\mu} \max\{\lambda_1 + \lambda_2 - \mu, 0\}$.

Proof. The main idea of the proof is that we divide the feasible flow region of $g = (g_1, g_2)$, which is $[0, \infty) \times [0, \infty)$ in a network with unlimited capacity, into 4 regions:

$$R_1 := \{ g \mid g_1 \in [0, \lambda_1], g_2 \in [0, \lambda_2] \},$$

$$R_2 := \{ g \mid g_1 \in [\lambda_1, \infty), g_2 \in [\lambda_2, \infty) \},$$

$$R_3 := \{ g \mid g_1 \in [\lambda_1, \infty), g_2 \in [0, \lambda_2] \},$$

$$R_4 := \{ g \mid g_1 \in [0, \lambda_1], g_2 \in [\lambda_2, \infty) \},$$

and we identify the optimal $g$’s restricted in each of these regions, denoted as $g^{*}_{(1)}, g^{*}_{(2)}, g^{*}_{(3)}, g^{*}_{(4)}$ respectively. We show that each $g^{*}_{(i)}$ leads to the same average queueing delay $D_{\text{avg}} = \frac{T}{2\mu} \max\{\lambda_1 + \lambda_2 - \mu, 0\}$ and the same maximum ingress delay $D_{\text{max}} = \frac{T}{2\mu} \max\{\lambda_1 + \lambda_2 - \mu, 0\}$.

For the analysis of $D_{\text{avg}}$ and $D_{\text{max}}$, we first need to define $D_i(t)$ as the total queueing delay of a packet injected into $s_i$ at time $t$. Then according to (3), for $i = 1, 2,$

$$D_i(t) = \frac{q_{s_i}(t)}{g_i} + \max \left\{ \frac{q_{d}(t)}{g_i} - \left( g_1 + g_2 - \mu \right) \mu, 0 \right\}$$

which leads to the same average queueing delay $D_{\text{avg}}$ under which $q(t_0) = 0$ which guarantees that when $g_1 + g_2 < \mu$, $q_{s_i}(t)$ will keep zero and thus the only queueing delay is at the ingress nodes. The average delay for packets arrived to ingress node $s_i$ within $[t_0, t_0 + T]$ is $D_i = \frac{1}{T} \int_{t_0}^{t_0 + T} D_i(t) dt$, $i = 1, 2$ which means the two metrics $D_{\text{avg}}$ and $D_{\text{max}}$, given by (5) and (6), can be written as explicit functions of the service rate $g$.

The remaining step is to prove that the union of the optimal $g^*$’s in each of $\{R_i\}_{i=1}^4$ is (8). Due to space limit, we present the proof to the complete report [22].

We term (8) as the delay-optimal region of $g$. We observe that delay-optimal regions for both $D_{\text{avg}}$ and $D_{\text{max}}$ in a $2 \times 1$ single-hop network are the same. It means that we can simultaneously achieve minimum average delay and optimal delay fairness of packets arrived to different ingress nodes. The delay-optimal region (8) is illustrated as the blue region in Fig. 4(a), consists of a line segment connecting the points $(\frac{\lambda_1}{\lambda_1 + \lambda_2} \mu, \frac{\lambda_2}{\lambda_1 + \lambda_2} \mu)$ and $(\lambda_1, \lambda_2)$, and the polytope $\{ g \mid g_1 \geq \lambda_i, i = 1, 2 \}$. $R_1$ to $R_4$ in (9) are also depicted.

We have the following insights from (8): (i) Setting $g_0$ no less than $\lambda_i$ for both $i = 1, 2$ achieves minimum queueing delay, while further increasing $g_1$ and $g_2$ does not make a difference. This is because for any $g$ that $g_1 \geq \lambda_1$, the buffers of $s_1$ and $s_2$ are empty, thus all queueing delay being at the egress node, and hence the bottleneck of delay is only $\mu$. (ii) In $R_1$, it is possible to achieve the global optimum delay as serving in $R_2$ by setting $g$ such that $g_1/g_2 = \lambda_1/\lambda_2$, i.e., to follow the arrival rate ratio, and $g_1 + g_2 \geq \mu$, i.e., to guarantee maximum throughput. It indicates that using the rate-proportional policy suffices to minimize delay, which requires much fewer resources and consumes much less power compared with serving with higher rates as in $R_2$. (iii) It is not true that serving with higher rates leads to lower queueing delay. For example serving with transmission rates in $R_3$ and $R_4$ is inferior to controlling the transmission rates on the optimal line segment in $R_1$. The counter-intuition is because packets from $s_1$ and $s_2$ share an egress node, where the imbalance between $g_1$ and $g_2$ leads to severe delay increase of packets arrived to one of $s_1$ and $s_2$.

We now extend Theorem 1 to limited link capacity. Based on (8), we can obtain directly that the delay-optimal region for limited capacity case is simply the intersection of (8) and $\{ g \mid g_1 \leq c_1, g_2 \leq c_2 \}$ as limited capacity does not affect the proof. We illustrates the optimal region when $\lambda_i > c_i$, $i = 1, 2$ in Fig. 4(b). The optimal region is only the blue line.
segment. Clearly, serving both links with maximum rates is not delay-optimal in general, which suggests that refined control of link rates according to (8) is required for delay minimization.

Finally, we discuss the impact of the initial queue length \( q(t_0) \) over the result. Following the proof we can obtain the delay-optimal policy among \( \mathcal{R}_1 \) to be

\[
\frac{g_1}{g_2} = \sqrt{\frac{\lambda_1(\lambda_1 + q_{s_1}(t_0)/T)}{\lambda_2(\lambda_2 + q_{s_2}(t_0)/T)}},
\]

under which any ingress queue length will not reduce to zero. Note that (10) also follows the rate-proportional pattern, and \( g_1/g_2 \to \lambda_1/\lambda_2 \) when \( q_{s_1}(t_0)/q_{s_2}(t_0) \to \lambda_1/\lambda_2 \) or \( T \) is sufficiently large. For \( \mathcal{R}_2, \mathcal{R}_3 \) and \( \mathcal{R}_4 \), derivation is of higher complexity as we need to analyze if the queue length at the ingress nodes will or will not change from non-zero to zero within \( [t_0, t_0 + T] \), which involves at least two cases for each ingress node. In practice, however, (i) the initial queue length \( q_{s_1}(t_0) \) and \( q_{s_2}(t_0) \) are generally very small before overload occurs, and (ii) in practice we generally care about rate control for relatively long \( T \) instead of instantaneous overload. Therefore \( q_{s_1}(t_0)/T \) is generally small and thus (10) is approximately \( g_1/g_2 = \lambda_1/\lambda_2 \), matching (8). For the above reasons and proof conciseness, we neglect initial queue length in the results below, and verify empirically in Section VI that initial queue length does not affect the overall performance.

B. \( N \times 1 \) Single-Hop Networks

Generalizing the idea in 2 \( \times \) 1 single-hop networks, the result for \( N \times 1 \) single-hop networks is stated in Theorem 1, where the rate-proportional policy remains delay-optimal.

**Theorem 1.** Given a \( N \times 1 \) single-hop structure. For \( \forall T > 0 \), the set of \( g = \{g_i\}_{i=1}^N \) that minimizes \( D_{\text{avg}} \) and \( D_{\text{max}} \) of the packets that arrive within \( [t_0, t_0 + T] \) where \( q(t_0) = 0 \) is

\[
\left\{ \left( \sum_{i=1}^N g_i \geq \mu \right) \cap \left( \frac{\lambda_1}{g_1} = \cdots = \frac{\lambda_N}{g_N} \right) \right\}
\]

under which \( D_{\text{avg}} = \bar{D}_{\text{max}} = \frac{T}{2\mu \max\{\sum_{i=1}^N \lambda_i - \mu, 0\}} \).

The proof of Theorem 1 is similar to Proposition 1, the \( 2 \times 1 \) case. The delay-optimal region is in the same form: a line segment connecting two points \( \left\{ \frac{\lambda_i}{\sum_{j=1}^N \lambda_j} \right\}_{i=1}^N \) and \( \{\lambda_i\}_{i=1}^N \), and a polytope, the \( i \)-th entry of any point in which is greater than \( \lambda_i \). This indicates that to achieve minimum delay, if there exists one link with service rate higher than its corresponding packet arrival rate, then all the other links should be as well; if the service rates of all the links are less than the corresponding arrival rate at the ingress node, then the rate-proportional policy, under which the link rates follow the ratio of arrival rates, minimizes delay.

IV. DELAY MINIMIZATION IN \( N \times M \) STRUCTURE

In this section, we follow the idea in \( N \times 1 \) networks to show delay-optimal policy in \( N \times M \) single-hop networks. The \( N \times M \) structure is more complex where the number of links is one order-of-magnitude higher, for which we find it hard to derive an exact form of the delay-optimal region. Nevertheless, we identify a sufficient condition for a policy to achieve globally minimum delay, which is a subset of the delay-optimal region. Any policy that satisfies the sufficient condition follows the rate-proportional pattern, combining both \( \lambda \)-proportional pattern as \( N \times 1 \) case, and \( \mu \)-proportional pattern which means to control link rates so that packet injection rates to egress nodes matches the ratio among \( \{\mu_1, \ldots, \mu_M\} \).

We present the results under unlimited capacities, and the extension to limited capacities is similar to \( N \times 1 \) case, simply with an intersection of capacity constraints. We first introduce the delay-optimality result of 2 \( \times \) 2 structure by Proposition 2 to gain intuition.

**Proposition 2.** Given a \( 2 \times 2 \) single-hop network. For \( \forall T > 0 \), a sufficient condition for the transmission rate vector \( g \) to minimize \( D_{\text{avg}} \) and \( D_{\text{max}} \) of the packets that arrive within \( [t_0, t_0 + T] \) where \( q(t_0) = 0 \) is

\[
\left( \begin{array}{c}
\frac{g_{11} + g_{22}}{g_{21} + g_{22}} = \frac{\lambda_1}{\lambda_2}, \\
\frac{g_{11} + g_{22}}{g_{21} + g_{22}} = \frac{g_{11}}{g_{21}} - \frac{\mu_1}{\mu_2} \\
g_{11} + g_{21} \geq \mu_1, \ g_{12} + g_{22} \geq \mu_2
\end{array} \right)
\]

under which \( D_{\text{avg}} = \bar{D}_{\text{max}} = \frac{T}{2\mu_1 + \mu_2} \max\{\lambda_1 + \lambda_2 - \mu_1 - \mu_2, 0\} \), equal the global minimum among all feasible \( g \)'s: \( g_{11}, g_{12}, g_{21}, g_{22} \in [0, \infty] \). Moreover, among \( \{g \mid g_{11} + g_{12} \leq \lambda_1, \ g_{21} + g_{22} \leq \lambda_2\} \), (8) is the sufficient and necessary condition to minimize \( D_{\text{avg}} \) and \( D_{\text{max}} \).

We present the proof idea in our complete report [22]. Proposition 2 demonstrates that a policy which (i) follows \( \lambda \)-ratio: the ratio of the sum of service rates of the downstream links of \( s_1 \) and \( s_2 \) is equal to the ratio \( \lambda_1/\lambda_2 \); (ii) follows \( \mu \)-ratio: the ratio of the sum of service rates of the upstream links of \( d_1 \) and \( d_2 \) is equal to the ratio \( \mu_1/\mu_2 \); (iii) guarantees maximum throughput \( g_{11} + g_{21} \geq \mu_1, \ g_{12} + g_{22} \geq \mu_2 \), can achieve globally minimum delay. Although the result only characterizes a subset of delay optimal \( g \)'s, (12) has characterized the minimum total link rates required to minimize delay, as it is the sufficient and necessary condition when \( g \) is limited within \( \{g \mid g_{11} + g_{12} \leq \lambda_1, \ g_{21} + g_{22} \leq \lambda_2\} \). This result shows the way to utilize minimum transmission resource to achieve minimum delay.

We extend the result to \( N \times M \) systems stated in Theorem 2, which can be proved in the same way as Proposition 2.
Theorem 2. Given a $N \times M$ single-hop network. For $\forall T > 0$, a sufficient condition to arrive within $[t_0, t_0 + T]$ where $\mathbf{q}(t_0) = \mathbf{0}$ is
\[
\mathbf{q}(t_0 + 2\epsilon) = \mathbf{q}(t_0 + \epsilon) = \mathbf{q}(t_0) + \epsilon(\mathbf{1} - \mathbf{g}(\mathbf{q}(t_0 + \epsilon))) = \mathbf{0},
\]
where $\alpha_1, \alpha_2 \in [0, 1]$. Then in the time interval $[t_0 + \epsilon, t_0 + 2\epsilon]$,
\[
g_1(\mathbf{q}(t_0 + 2\epsilon)) = \frac{q_1(t_0 + 2\epsilon)}{q_2(t_0 + 2\epsilon)} = \frac{q_1(t_0 + \epsilon) + \epsilon q_{s_1}}{q_2(t_0 + \epsilon) + \epsilon q_{s_2}} = \frac{q_1(t_0 + \epsilon) + \epsilon(\lambda_1 - g_1(\mathbf{q}(t_0 + \epsilon)))}{q_2(t_0 + \epsilon) + \epsilon(\lambda_2 - g_2(\mathbf{q}(t_0 + \epsilon)))} = \frac{\lambda_1}{\lambda_2}.
\]
Iteratively, we have
\[
\frac{g_1(t)}{q_2(t)} = \frac{g_1(t)}{q_2(t)} = \frac{\lambda_1}{\lambda_2}, \quad \forall t
\]
which guarantees minimization of $\bar{D}_{avg}$ and $\bar{D}_{max}$ according to Proposition 1.

Proposition 4. With arbitrary $\mathbf{q}(t_0)$, (14) converges to the state $\lim_{t \to \infty} g_i(\mathbf{q}(t)) = \frac{\lambda_i}{\lambda_2}$ which minimizes $\bar{D}_{avg}$ and $\bar{D}_{max}$.
Proof. Under (14), we have when $t \to \infty$,
\[
\left| \frac{g_1(t)}{q_2(t)} - \frac{\lambda_1}{\lambda_2} \right| \leq \frac{\lambda_1 - g_1(\mathbf{q}(t))}{\lambda_2 - g_2(\mathbf{q}(t))} \to 0
\]
and
\[
\frac{g_1(t)}{q_2(t)} = \frac{g_1(t)}{q_2(t)} \to \frac{\lambda_1 - g_1(\mathbf{q}(t))}{\lambda_2 - g_2(\mathbf{q}(t))}
\]
where "L'hopus" means using L'hospital's rule. This indicates $\frac{\lambda_1 - g_1(\mathbf{q}(t))}{\lambda_2 - g_2(\mathbf{q}(t))} \to \frac{\lambda_1}{\lambda_2}$. Thus $\frac{g_1(t)}{q_2(t)} \to \frac{\lambda_1}{\lambda_2} \to 0$ when $t \to \infty$.

B. Extension to General Single-hop Structures

1) $N \times 1$ Single-hop Structure: The extension of policy (14) to $N \times 1$ structure is straightforward, under which the transmission rates are proportional to the current queue backlogs in their corresponding source nodes, i.e.,
\[
g_i, d(\mathbf{q}(t)) = \frac{g_i(t)}{q_j(t)}, \quad \forall i \neq j, \quad \sum_{i=1}^{N} g_i, d(\mathbf{q}(t)) \geq \mu
\]

2) $N \times M$ Single-hop Structure: We further apply the above methodology to $N \times M$ single-hop network structure, as summarized in Theorem 3.

Theorem 3. A queue-based policy $g(\mathbf{q}(t))$, $\forall t$ that satisfies
\[
\sum_{i=1}^{N} g_i(\mathbf{q}(t)) = \frac{g_i(t)}{q_j(t)}, \quad \forall i, j = 1, \ldots, N
\]
achieves (i) optimal $\bar{D}_{avg}$ and $\bar{D}_{max}$ as (13) with no initial queue backlog; (ii) asymptotically optimal $\bar{D}_{avg}$ and $\bar{D}_{max}$ as (13) with arbitrary initial queue backlog.

The proof idea follows Proposition 3 and 4. The idea behind (16) extends the queue-proportional idea in $N \times 1$ networks: (i) For each pair of ingress nodes $s_i$ and $s_j$, the policy should guarantee that the total departure rates from $s_i$ and $s_j$ should
follow the ratio between the real-time queue backlog in their buffers. (ii) For each pair of egress nodes $d_i$ and $d_j$, it should guarantee that the total injection rates to $d_i$ and $d_j$ should follow the ratio between their service rates $\mu_i$ and $\mu_j$. (iii) The policy guarantees maximum throughput.

VI. PERFORMANCE EVALUATION

In this section, we validate our proposed queue-based policies over $N \times 1$ and $N \times M$ single-hop networks, in which we simulate discrete packet transmission under different rate control policies. The goal is to demonstrate that our policies derived based on continuous fluid model achieves superior delay performance under packet transmission in practice.

We evaluate three policies: (i) Max-link-rate policy under which all links keep activated to serve packets; (ii) Backpressure policy that achieves optimal throughput and low latency [18], which serves packets through a link $(s_i, d_j)$ once its upstream node $s_j$ has longer queue backlog than its downstream node $d_j$; (iii) Our proposed queue-based policies (15) and (16), termed as Follow-queue-ratio, and for $N \times M$ networks, we compare their performance to backpressure, and the medians of $\bar{D}_{avg}$ achieve much lower delay performance under packet transmission in practice.

To verify our results over $\bar{D}_{avg}$ and $\bar{D}_{max}$ under different network settings, we evaluate the performance using (i) different $\lambda$ and $\mu$, which represents different overload levels; (ii) different $c$, which represents different service capacity. We consider multiple networks instances with randomly sampled values of the above parameters, and measure the empirical cumulative distribution function (CDF) of $\bar{D}_{avg}$ and $\bar{D}_{max}$.

A. $N \times 1$ Structure

For $N \times 1$ structure, we evaluate on a $32 \times 1$ single-hop network. We consider 500 different combinations of parameter settings sampled based on the following rules: (i) The arrival rate to each ingress node is uniformly distributed in $[12, 20]$; (ii) The service rate of the egress node is taken to be 0.4 times of the sum of arrival rates at all ingress nodes, which guarantees that the network is overloaded; (iii) Link capacities are uniformly distributed within $[20, 35]$ to represent the case of sufficient capacity and $[5, 15]$ to represent the case of limited capacity. We round any rational number to integer to characterize discrete packet transmission. We consider initial queue length in each node to be a random integer within $[101, 300]$, and we consider the $\bar{D}_{avg}$ and $\bar{D}_{max}$ of packets that arrive within first 200 time units during which the network is overloaded.

Fig. 5 and 6 present the results of sufficient capacity case. We observe that our policy and the max-link-rate policy achieve much lower $\bar{D}_{avg}$ and $\bar{D}_{max}$ than the backpressure, where their medians of $\bar{D}_{avg}$ are $(200-185)/200 = 7.5\%$ less than that of backpressure, and the medians of $\bar{D}_{max}$ are around 50\% less. The similarity of the curves between our policy and the max-link-rate policy validates our result for sufficient capacity case as Fig. 4, while the little gap arises from the approximation from the fluid model to packet simulation.

B. $N \times M$ Structure

We evaluate on a $32 \times 16$ single-hop network. We consider 500 different combinations of parameter settings sampled based on the following rules: (i) The arrival rate to each ingress node is uniformly distributed in $[60, 100]$; (ii) The service rate of each egress node $d_j$ is taken to be the multiplication of a randomly picked normalized weight $\alpha_j$ where $\sum_{j=1}^{M} \alpha_j = 1$ and 0.4 times of the sum of arrival rates at all ingress nodes, which guarantees overload; (iii) The link capacities are randomly picked subject to their sum being equal to 2 times of the sum of arrival rates at all ingress nodes for sufficient
capacity case, and 0.8 times for limited capacity case. We consider the $D_{\text{avg}}$ and $D_{\text{max}}$ of packets that arrive within first 50 time units, under which the performance gap is already clear among different methods.

We observe that for both sufficient and limited capacity case, the CDF curves are similar. Therefore we only present the results for limited capacity case here in Fig. 9 and 10. We have the following observations: (i) Compared with max-rate-policy and the policy that follows the $\lambda$-proportional pattern only, our proposed policy (16) performs much better in delay reduction, and more stable among all different network settings. This sharp contrast validates the necessity of combination of $\lambda$-proportional and $\mu$-proportional patterns in delay reduction. (ii) Backpressure works well in $N \times M$ networks. The reason is that backpressure try to balance the queue backlogs in ingress and egress nodes, and the effect is amplified compared with $N \times 1$ case as there are $O(M)$-times more links for rate control. (iii) Our proposed follow-queue-ratio policy has greater advantage of balancing the queueing delay of packets from different ingress nodes, as the performance gap of our policy and others is larger for $D_{\text{max}}$ than $D_{\text{avg}}$.

![CDF of $D_{\text{avg}}$ in $32 \times 16$ network with limited capacity](image)

**Fig. 9:** CDF of $D_{\text{avg}}$ in $32 \times 16$ network with limited capacity

![CDF of $D_{\text{max}}$ in $32 \times 16$ network with limited capacity](image)

**Fig. 10:** CDF of $D_{\text{max}}$ in $32 \times 16$ network with limited capacity

### VII. Conclusion and Future Work

We study rate control for queueing delay minimization in overloaded networks. By leveraging the fluid queue model, we prove the delay-optimal rate control policy. We show that the policies that follow the rate-proportional pattern minimize the average delay $D_{\text{avg}}$ and the maximum ingress delay $D_{\text{max}}$ in single-hop networks, and explain why serving with maximum link rate is not delay-optimal generally. We further extend the rate-proportional result to design a queue-based policy, following the queue-proportional pattern, which can achieve asymptotically minimum delay. We evaluate the performance of our proposed policies under different network settings, and demonstrate its superiority in delay reduction compared with max-link-rate policy and backpressure policy. Future work includes extension of the proposed methods to some typical multi-hop networks including Fat-Tree and Clos structure.
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